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In recent years, the deployment of biometric 
devices has accelerated significantly in France 
and throughout Europe. Present in both the 
public and private sectors, these technologies 
are now used in fields as varied as recruitment 
and human resources management, access 
to goods and services, security, and even 
education. This multiplication of uses is 
closely linked to the latest advances of 
machine learning algorithms, on which these 
technologies are widely based and whose 
computing power now allows for massive uses 
of large datasets, promising optimisation and 
efficiency gains.

Ranging from the simple unlocking of a 
smartphone to the alleged analysis of the 
emotions of a job candidate, what all these 
technologies have in common is that they 
process biometric data, such as the facial 
features, voice or behavioural characteristics 
of individuals, in order to authenticate, identify 
or evaluate them. It is now possible to carry 
out a transaction with the palm of your hand, 
to automatically identify a suspect in a crowd, 
or even to offer targeted advertising to an 
individual based on their physical appearance. 

Even though these technologies may offer 
certain advantages, they are particularly 
intrusive and involve a number of risks for 
the protection of personal data and privacy, 
something which the Commission Nationale 
de l’Informatique et des Libertés (CNIL – 
French Data Protection Authority) has found 
several times.1 

Beyond data protection and privacy, the risks 
must also be assessed from the outset of their 
impact on the fundamental rights protected 
by the Defender of Rights (Défenseur des 
droits) in all of its areas of expertise: equality 
and non-discrimination, respect for ethics 
by those carrying out security activities, 
protection of children’s rights, and access 
to rights and public services.

In May 2020, the Defender of Rights together 
with the CNIL called for a collective effort 
to address the discriminatory biases of 
algorithms, to denounce the considerable 
risks of discrimination that can burden each 
and every one of us with the exponential 
use of these algorithms in all spheres of our 
social lives and to strengthen the applicable 
legal framework.2 Since the consequences 
of these biases are particularly acute with 
regard to biometrics, it appeared essential 
to further this reflection in order to anticipate 
future complaints and to call on both public 
authorities and users of the private sector 
to do more to question the consequences 
for rights and freedoms arising from the 
deployment of biometric technologies. 

At a time when proposals to strengthen the 
framework of these technologies are being 
studied both at the European level and in 
France, the Defender of Rights wishes to 
present a list of recommendations which 
it considers essential to ensure that the rights 
of individuals are respected beyond the sole 
and necessary protection of personal data. 

Opening remarks
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Biometric technologies:  
a generic term encompassing  

a plurality of uses
Biometric technologies consist of computer 
techniques for physical, biological or 
behavioural recognition and/or assessment 
of individuals3 all of which stem from the 
same process: the biometric characteristics 
are processed according to standardised 
procedures and the result of this processing 
operation is stored in data records 
called signatures, models or templates. 
These concentrate the unique physical 
characteristics of people in digital form 
allowing them to be singled out.4 

In France, the first uses of biometric 
technologies date back to the beginning of 
the 20th century. In 1902, the police began 
collecting the fingerprints of those suspected 
of having committed a crime,5 and, for a long 
time, these technologies were confined to 
a few well-defined use cases such as the 
establishment of a passport respecting certain 
security standards. 

As a result of scientific advances in the field of 
machine learning algorithms, these uses have 
now multiplied. Facial and voice recognition, 
emotion analysis, the uses of our biometric 
data are now numerous. 

There are currently three types of biometric 
systems: authentication systems, identification 
systems and assessment systems. 

Authentication: determining whether a person  

is who they say they are

Authentication consists of verifying the 
identity claimed by someone by comparing 
the biometric data of a person at a specific 
moment with that of the verified identity 
being claimed.6

The facial recognition unlocking function on 
a smartphone where the user’s photograph 
is compared to the one previously recorded 
on the device during set-up,7 or the European 
border crossing control system PARAFE,8 
in which the templates stored in the biometric 
passports of travellers are compared to those 
produced by dedicated detectors,9 fall under 
the authentication objective. 

In practice, biometric authentication 
technologies make it possible to compare 
a person’s templates stored on a secure 
medium (a badge, passport or telephone) 
with the body part or with a characteristic 
of the body of this alleged same person 
(facial features, fingertips, iris, hand shape, 
voice sample, etc.) to determine if there is 
indeed a match between the two. 



Report | Biometrics: the urge to safeguard fundamental rights 2021

5

These systems can be used to secure 
physical access to a building, make payments, 
cross a border, etc. In terms of privacy, their 
advantage is that they generally remain 
under the exclusive control of the individuals 
and their proper functioning does not require 
the use of a centralised database. To use the 
aforementioned examples, when setting up 
the unlocking function of a phone or creating 
a biometric passport, the templates containing 
the important features of the face (distance 
between the eyes, shape of the chin) are 
encrypted and then stored locally on the phone, 
or on the chip implanted in the passport. In fact, 
people are generally free to choose whether or 
not to use authentication devices. 

Identification: finding somebody in a crowd

Identification aims to find a person within a 
group of individuals, in a place, in an image,10 
or in a database constructed in particular 
using facial features (facial recognition),11 
voice (speaker recognition),12 behaviour 
(gait recognition)13 or any other type of 
biometric data.

Like certain facial recognition technologies, 
an identification system makes it possible to 
perform the following operation: the template 
drawn from the features of a person’s face 
is compared by means of an algorithm with a 
plurality of other templates stored in a database 
in order to determine the person’s identity. This 
same approach applies to templates extracted 
from other parts of the body depending on 
the type of biometric identification technology 
considered. In other words, identification 
technologies compare the biometric data of 
people filmed, photographed or recorded with  
a list of wanted individuals. 

The most recent identification techniques are 
special in that they can potentially be applied 
to an unlimited number of individuals without 
them even being aware of it. The European 
Commission has looked into these remote 
biometric identification systems:14 they can 
operate both “in real time” using data collected 
and analysed instantly, and after the event 
using images taken from CCTV cameras or 
other pre-existing data. Regardless of the 
technology, processes or types of biometric 
data used, identification involves the 
collection of sensitive data15 sometimes on 
an extremely large scale, without knowing 
beforehand whether the person sought will 
be among those examined.16

To date, uses of biometric remote identification 
technologies have been identified in Europe 
mainly in the field of security, for example in 
the context of the surveillance of public spaces 
during events,17 during criminal investigations,18 
for police purposes19 or when tackling illegal 
immigration.20

Assessment: inferring an individual’s personality 

traits and categorising people based on their 

biometric characteristics

In addition to authentication and identification 
systems, there is a third, more recent category, 
which we refer to here as assessment systems.

Based on the biometric data of one or more 
individuals, assessment technologies aim to 
perform two major actions:

•  Identify or infer emotions, personality traits 
or intentions (known as “emotion recognition” 
systems);21 

•  Put the individual(s) in question into specific 
categories, such as gender, age, hair colour, 
eye colour, ethnicity, or sexual or political 
orientation, with a view to taking specific 
measures (known as “categorisation” 
systems22).
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Today, some companies claim, for example,  
to be able to use biometric data to 
automatically analyse and measure the 
nervousness of a candidate in the context 
of a recruitment procedure.23 Other 
systems promise to measure a student’s 
concentration,24 the tiredness of a motorist,25 
the dangerousness or propensity of a person 
to commit an offence in a given environment,26 
or the reactions of a consumer to the 
presentation of goods or services in order  
to offer them targeted advertising.27 Finally, 
some offer to profile individuals according to 
their apparent physical characteristics in order 
to restrict access to the goods and services 
they offer to a specific audience.28

The scientific basis of these technologies 
has received strong criticism from the 
scientific community, in particular when it 
comes to the detection of emotions or affect 
recognition technologies. Many experts are 
calling for tight control of their uses.29 

The existing scientific literature shows that 
these technologies are very biased and make 
a lot of mistakes.30 For researchers, detecting 
a person’s emotions accurately and reliably 
would depend on a context beyond their face 
and body.31

Voice samples or onomatopoeias32 like facial 
movements33 would not be sufficient to 
characterise human emotions, and even less 
to rigorously assess the future performance 
of a job candidate. However, these systems 
are regularly presented to human resources 
departments as particularly efficient when 
in reality they are very poorly correlated with 
work efficiency, as evidenced by the case of 
personality tests.34 The risks of discrimination 
or infringements of fundamental rights linked 
to their use in the field of employment,  
as in other fields, must be better known  
and emphasised more clearly.

In principle, the processing of biometric data 
for assessment purposes does not fall under 
Article 9 of the General Data Protection 
Regulation (hereinafter GDPR) and therefore 
does not constitute processing of “special 
categories” of personal data. While such  
an interpretation has not yet been stabilised, 
the Defender of Rights recommends that 
these assessment methods be the subject 
of specific protection measures since they 
involve the same type of data as processing 
for identification purposes and their uses 
are equally risky. Furthermore, biometric 
assessment systems can be combined  
with identification systems.



Report | Biometrics: the urge to safeguard fundamental rights 2021

7

Significant risks  
of fundamental rights 

violations 
While some biometric systems offer 
undeniable advantages in the fight against 
crime, to guarantee public safety or in other 
circumstances where secure and reliable 
identification of persons is necessary, 
these technologies should by no means be 
considered as entirely harmless. 

The operation of these systems is based on 
the processing of particularly sensitive data, 
which could infringe the right to privacy  
as well as the right to data protection.

Whether authenticating, identifying or 
assessing individuals, these systems are 
inherently probabilistic (they can only 
estimate a “percentage” match or risk)  
and the reliability of their results could  
not therefore be considered as absolute. 
Thus, not only can the algorithms on which 
they are based include discriminatory biases 
from the very design stage, but they can  
also generate allocation or selection errors, 
with particularly serious consequences  
for the affected individuals. 

Finally, certain uses, in particular in matters  
of identification and assessment, can generate 
a chilling effect in the exercise of certain 
fundamental rights (freedom of expression, 
freedom of movement, freedom of assembly, 
freedom of association, and, more broadly, 
freedom in access to rights).

An inherent risk of infringement of the right  

to privacy and data protection

Enshrined in the European Convention 
on Human Rights (ECHR)35 as well as in 
the Charter of Fundamental Rights of the 
European Union,36 the right to respect for 
private and family life and the right to the 
protection of personal data aim to protect 
the autonomy and dignity of individuals,37 
by protecting them from any unjustified 
interference with their private sphere. The 
use of biometric technologies involves the 
collection, comparison and/or recording  
of so-called sensitive data in a computer 
system for the purposes of authentication, 
identification or assessment. It therefore 
constitutes an interference with the free 
exercise of those rights.

Indeed, as ruled by the Court of Justice of 
the European Union (CJEU), “the image of 
a person recorded by a camera constitutes 
personal data […] inasmuch as it makes it 
possible to identify the person concerned”.38 
Likewise, the recording of a person’s voice 
necessarily contains personal data.  
As the CNIL explains in its White Paper  
on voice assistants, “voice contains markers 
specific to an individual, a combination  
of physiological and behavioural factors.  
This is what makes it a biometric attribute  
in its own right, which can be used to identify 
the individual”.39 In fact, biometric technologies 
process personal data.
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To be authorised, in France these must 
comply with the main principles and strict 
conditions provided for by the General Data 
Protection Regulation (hereinafter GDPR)40 
and the French Data Protection Act.41 Among 
the main principles of these laws is the ban on 
processing data, which now includes biometric 
data under the French Data Protection 
Act, but only when it is processed for the 
purpose of uniquely identifying individuals.42 
Such processing may only be implemented, 
by way of exception, in certain specific 
cases, including with the explicit consent of 
individuals, to protect their vital interests or 
on the basis of a substantial public interest.43 
Similarly, this type of processing can only be 
authorised in cases of strict necessity when  
it is implemented for police purposes,  
by virtue of provisions resulting from the  
“Law enforcement” directive.44

As highlighted by the CNIL, the processing of 
biometric data is never completely harmless.45 
It can seriously infringe the right to respect 
for privacy and family life, as well as the 
right to data protection. Widely documented 
by the various European data protection 
authorities and bodies,46 these risks are to 
be assessed in concreto, on a case-by-case 
basis, taking into account the purposes of each 
processing operation. Taking the example of 
facial recognition technologies, it is indeed 
necessary to assess the “degree of control 
individuals have over their personal data,  
the scope for initiative they have in using  
this technology, the consequences for 
them (in the event of recognition or non-
recognition) and the extent of the processing 
implemented”47 for each biometric technology.

It is therefore necessary to distinguish so-
called active technologies, where the individual 
voluntarily provides information (for example, 
by placing a finger on a control device), 
from passive technologies, where biometric 
information is detected, sometimes without 
the knowledge or consent of the data subject. 
The use of active biometric authentication 
technologies storing the templates in an 
individual medium freely available to people 
(smart card, smartphone, etc.) does not raise 

the same issues as that of passive biometric 
technology storing the templates that it 
processes in a central database, in particular 
when this use aims to identify individuals and 
takes place without their knowledge and without 
having previously obtained their consent.

The endless development and deployment 
of surveillance and video protection 
technologies in publicly accessible spaces, 
on public transport, in the common areas 
of social landlords and in shops, through 
the deployment of body worn cameras 
and drones, is accompanied in law by a 
significant easing of the conditions of 
transmission to law enforcement services 
of the images recorded by multiple actors 
as well as the interoperability and the 
interconnection of numerous files. This 
phenomenon carries significant risks for 
the respect of privacy, as the Defender of 
Rights underlined in its opinion no. 20-13 of 
21 December 2020.48 However, the last few 
years have seen a worldwide rise in passive 
biometric technologies used for identification 
purposes. This development is widely 
criticized and challenged by many civil society 
organisations. It is part of a larger movement, 
denounced by the Defender of Rights already 
in 2015, of too easy reco urse to technology 
despite the risks to civil liberties.50 In Russia, 
automated facial recognition devices have 
been deployed in public spaces to monitor 
compliance with health measures and combat 
the spread of the COVID-19 pandemic.51  
In the United Kingdom, there was talk of 
deploying this same type of technology to 
verify the vaccination status of individuals 
by combining a facial recognition device and 
a covid passport, a project that was finally 
abandoned following the mobilisations of 
civil society.52 Two American and Polish 
companies have built up large-scale biometric 
databases from photographs harvested from 
social network profiles around the world, 
access to which they sell to law enforcement 
services, private companies and sometimes 
even to individuals, allowing them to find the 
identity of a person at any time from a simple 
photograph.53 One of them was sanctioned by 
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the Swedish54 and Canadian55 data protection 
authorities and is currently the subject of 
multiple administrative procedures, including 
in France.56 In Italy, the data protection 
authority banned use of the “SARI” device,  
a real-time facial recognition tool deployed  
in public spaces to identify illegal aliens.57

While such uses are still at the experimental 
stage in France, parliamentary debates and the 
approach of the 2024 Paris Olympic Games 
show a desire to adopt this type of technology. 
The CNIL has already had cause to issue 
multiple warnings following the deployment 
of biometric identification technologies, 
sometimes carried out in defiance of essential 
data protection principles such as the 
principles of lawfulness60 and proportionality.61

With regard to the right to respect for private 
and family life and the right to data protection, 
these practices are rightly alarming,  
in particular when these deployments  
are not surrounded by sufficient safeguards. 

Indeed, the more biometric data processing 
based on the use of databases multiplies,  
the greater the potential for a security breach 
with particularly serious consequences 
for data subjects.62 However, unlike a 
password, phone number or mailing address, 
unauthorised disclosure of biometric data 
cannot be corrected. This type of incident has 
already occurred.63 These applications pose 
a threat to anonymity in the public space by 
allowing a form of generalised surveillance, 
insofar as they make it possible to instantly 
identify and track individuals – this risk was 
reiterated by the Defender of Rights in its 
opinion of 17 November 2020 on the draft law 
on global security.64 These problems mainly 
arise when players disregard the applicable 
law. For example, private uses of biometric 
technologies are in principle prohibited unless 
they meet one of the exceptions under Article 
9 of the GDPR. Too often, however, no form 
of consent is collected from individuals who 
are rarely informed of the fact that processing 
operations are taking place.
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Finally, as raised by a report produced under 
the mandate of the UN Special Rapporteur 
on the promotion and protection of human 
rights while countering terrorism, technological 
developments, as well as the proliferation and 
increased dependence on various consumer 
technologies, have made interference with 
the exercise of the right to respect for private 
life both less perceptible to society and the 
persons concerned and, at the same time, 
more intrusive, with potentially significant 
consequences, often going beyond the right  
to respect for private life.65

Unparalleled potential for amplifying  

and automating discrimination

Because they tend to target the characteristics 
of individuals that expose them to discrimination 
(origin, sex, gender identity, physical appearance, 
state of health, disability, age, etc.), biometric 
technologies (beyond the margins of allocation 
errors which tend to decrease with the rapid 
improvement of systems) and their widespread 
use are likely to perpetuate or even amplify, 
for certain social groups, the systemic 
discrimination operating within society.

Errors and bias with discriminatory consequences

By definition, any biometric technology 
is probabilistic and is based on the use of 
algorithms with a certain rate of false positives 
and false negatives.66

A technology that recognises emotions 
displayed in a recruiting process may 
incorrectly determine that a candidate is 
“nervous” and assign them a rating that 
removes any chance of them being hired. 
Similarly, a voice recognition authentication 
device deployed to control access to an online 
bank account may make a mistake when 
verifying the identity of the person using the 
device. Finally, a facial recognition device used 
to identify those subject to a stadium ban may 
incorrectly determine that a supporter should 
not be attending a sports match.  

The consequences of these errors vary 
according to the uses and can range from  
the refusal of physical access to a place or an 
event to an erroneous arrest by the police.67

By taking a close look at the profiles of 
people who are victims of these errors, many 
studies have shown since 2018 that they were 
mainly people from discriminated against 
and/or vulnerable groups (women, minors, 
transgender people, people with dark skin, 
etc.)68 because of the discriminatory biases of 
the algorithms on which these technologies 
are based. As explained by the Defender of 
Rights in 2020, these biases may stem both 
from the lack of representativeness of the data 
used during the algorithm training phase69 
and from the integration, after mathematical 
translation, of discriminatory past practices 
and behaviours and of systemic discrimination 
operating within society.70

Significantly, whether for authentication, 
identification or assessment, when biometric 
technology is deployed in a space visited by 
millions of individuals such as an airport or 
a train station, even a very low rate of false 
positives and false negatives71 means that 
hundreds of individuals fall victim to the errors 
of these systems and the consequences of 
such errors.72

Thus, although authentication systems, in 
particular facial recognition, can offer accuracy 
rates of up to 99.5%,73 the remaining 0.5% 
may represent a multitude of individuals 
exposed to unfair treatment. Not all errors 
come from discriminatory biases. In this 
regard, the establishment of alternative routes 
may constitute a solution but it cannot justify 
the continued infringement of the principle of 
non-discrimination. Indeed, regardless of the 
alternatives proposed as in the framework of 
the Alicem system,74 the discriminatory effects 
of algorithms cannot be ignored: if the error 
rates remain high for certain categories of 
people protected under non-discrimination 
law, they will be wronged and will have to 
systematically use the alternative route 
(which, in fact, will no longer really be an 
alternative). However, taking into account 
the probabilistic nature of these systems, 
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they can hardly achieve a zero error rate: 
there will always be a tiny percentage of false 
positives and false negatives.75 In order to avoid 
any discrimination, the error rate should be 
decorrelated from the protected categories. 
To do this, the non-representative datasets on 
which the authentication algorithms are trained 
may be the source of biases and therefore 
need to be corrected. In order to ensure greater 
reliability of facial recognition algorithms, which 
we have seen to be biased against women and 
dark-skinned people, the profiles and data 
should be more varied to reflect the diversity 
of the real population and ensure effective 
training of the algorithm on minority profiles.

Furthermore, a system that aims to 
authenticate an individual is not automatically 
a device achieving the best accuracy rates 
insofar as these depend on several factors 
(lighting, image quality, etc.). Even today, some 
authentication devices make many errors with 
discriminatory consequences that cannot be 
tolerated simply because their operation would 
be respectful of data protection law.76

However, the control that people maintain 
over authentication devices allows them to 
become aware of any errors that might arise: 
the person’s identity verification did not work, 
they are immediately invited to repeat the test 
and/or to use an alternative route. This is not 
always the case when biometric technologies 
are used for both identification and assessment 
purposes.

When deployed in public places, biometric 
identification and assessment technologies 
do not allow people to oppose their use or 
to prefer an alternative route: the biometric 
data of each passer-by is processed in the 
same way. This is particularly the case with 
“real-time” facial recognition technologies 
deployed for the purposes of identifying wanted 
individuals. Yet, the accuracy of this type 
of system is significantly lower than that of 
authentication devices,77 which is particularly 
worrying when they are used for law 
enforcement purposes. Indeed, in addition to 
the quality defects of the source of the images 
collected and compared, these errors often 
find their origins in discriminatory biases, since 

the training data used for facial recognition 
algorithms still suffers from a pronounced lack 
of representativeness.78 For example, such 
uses may result in some people being wrongly 
arrested more frequently because of their skin 
colour.79 In the United States, three black men 
have already been wrongfully imprisoned as a 
result of errors in facial recognition systems.80 
In the United Kingdom, a study on the use of 
facial recognition for identification purposes 
by the Metropolitan police services in London 
determined that out of 22 individuals arrested 
on the basis of a computer-generated match 
deemed credible by a human operator, fourteen 
of these matches (i.e. 63.64%) were found to 
be incorrect and only eight (i.e. 36.36%) were 
correct.81 The use of this type of device by the 
British police services also gave rise to the first 
major court decision on the matter in 2020: 
the London Court of Appeal concluded that the 
police services were not sufficiently assured 
of the absence of discriminatory biases in the 
software used as to the ethnic origin or gender 
of the people it was intended to identify,82 
the risks of discrimination arising from the 
very use of biometric tools.
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The risks of discrimination arising from the very use 
of biometric tools 

The public debate on the accuracy of biometric 
technologies is important, in particular insofar 
as the biases of these systems can lead, as we 
have mentioned, to discriminatory situations, 
but it has for too long obscured another reality. 
Indeed, even with an accuracy rate of around 
100%, the use of biometric identification 
and assessment tools can generate 
discrimination. Worse still, it can amplify it.

In a 2017 survey on relations between the 
police and citizens, the Defender of Rights 
noted that identity checks carried out in 
France particularly target certain territorial 
areas and give rise to strong discriminatory 
practices based on origin, suggesting racial 
and social profiling during checks of young 
men perceived as black or of Arab/North 
African descent. While more than 80% of the 
men surveyed declared that they had not been 
the subject of an identity check in the last  
5 years, “80% of people corresponding to the 
profile of ’young man perceived as black or 
Arab’ said that they had been checked in the 
last five years (compared with 16% for the 
rest of the respondents)”. These profiles are 
therefore twenty times more likely  
to be checked.83

If in the future police services were able 
to carry out these checks using biometric 
identification and/or assessment devices 
coupled with remote verbalisation methods,84 
the risk of a concentrated deployment 
in geographical areas where young men 
perceived as Arab/North African or black are 
overrepresented could multiply discriminatory 
situations with spot checks of hundreds of 
individuals carried out because of their gender, 
origin, age and/or economic situation. These 
fears are not unfounded when one considers, 
on the one hand, the development of these 
technologies for security purposes (this is 
the case, for example, of the deployment 
in certain territories of surveillance drones 
during lockdown), and, on the other hand, 
the discriminatory targeting by certain police 
forces, which has already been the subject 

of court decisions and observations by the 
Defender of Rights who noted the climate 
of exclusion and discrimination that it could 
maintain.85 As is currently the case in the field 
of traffic offences (in particular the parking of 
people with disabilities86), remote verbalisation 
may not take into account people’s particular 
situations. In addition, the development of  
so-called “smart” cities enabled by the 
combining of video and identification and 
assessment technologies poses risks of 
discrimination: by identifying people who 
are homeless or begging, cities are able to 
dispatch appropriate social support to the 
places concerned, as well as to stigmatise 
and discriminate against these people in 
particularly vulnerable situations. While the 
European Commission has recently proposed 
banning in principle the use of remote 
identification devices on public roads for police 
purposes, many exceptions have been made 
leaving Member States free to decide whether 
or not to use this type of device, for example, 
when an offence is punishable by a sentence 
of at least three years’ imprisonment.87 Levels 
of trust in the police do not only depend on 
the check itself, but also on whether or not it 
is seen as racial profiling.88 Thus, the use of 
biometric identification and/or assessment 
tools by the police could damage police/
population relations if it is not surrounded  
by sufficient safeguards.

Since 2016, as part of the measures to tackle 
illegal immigration in Europe, the European 
Union has been funding a project called 
iBorderCtrl:89 foreign travellers wishing to enter 
the European area must go through a “facial 
recognition lie detector”, which channels them 
to either fast queues or enhanced checks 
depending on the results.90 
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This system has been tested at the EU land 
borders in Hungary, Latvia and Greece. Many 
civil society organisations have denounced 
a highly experimental technology, the results 
of which are unreliable and target people in 
particularly vulnerable situations.91

In general, the risk of seeing discrimination 
occur cannot be reduced to the law 
enforcement context. It also concerns uses 
in the private sector, in particular in terms of 
assessment. The use of devices to detect an 
individual’s personality traits in the context 
of recruitment procedures for the purpose 
of analysing interviews and automatically 
assigning scores to different candidates 
based on their so-called personality is 
particularly telling.92 These systems can 
generate significant discrimination, in 
particular for candidates with disabilities: 
if the characteristics of their faces or the way 
in which they stand and/or express themselves 
differ from the norm and therefore from the 
overwhelming majority of the data on which 
recruitment algorithms have been trained to 
assign scores, these people risk not having 
their aptitudes for a position recognised, 
even if their personality traits would be just as 
beneficial to the exercise of the position they 
applied for as those of a so-called able-bodied 
person.93 As Laurence Devillers, professor of 
artificial intelligence at Sorbonne University, 
underlined, “there is an enormous cultural 
dimension in the way we express ourselves. 
What do we do with people who stutter, those 
who speak naturally slowly, those who have 
an accent?”.94 In addition, these systems can 
be directly discriminating, in particular by 
detecting psychological weaknesses or mental 
problems that fall under the criteria of health 
discrimination.

Recently, a large American company 
specialising in this method of recruitment 
announced that it was abandoning the use 
of assessment drawn from video analysis of 
candidates’ faces during interviews. However, 
the automated analysis of their intonation as 
well as of their behaviour has been maintained 
even though detecting the emotions in the 
voice or the meaning of a silence remains very 
uncertain, as experts pointed out.95 

While its adoption is still limited in France, 
some recruitment companies are already 
marketing software that reduces people’s 
opportunities without their effectiveness96 
being clearly documented and independently 
audited. These developments are sometimes 
carried out in breach of labour law, which 
provides for an obligation of relevance with 
regard to the information collected by the 
recruiter. This must in fact have a direct and 
necessary link with the job on offer or with 
the assessment of professional aptitudes.97 
A professional association called for the 
exclusion from recruitment techniques of any 
data that has no reliable and proven predictive 
character on the success of candidates.98 
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The chilling effect
One of the peculiarities of biometric 
identification and assessment technologies 
when they are deployed in public spaces is 
based on the chilling effect they can have for 
the exercise of fundamental rights such as 
freedom of expression, freedom of movement, 
freedom of assembly, freedom of association, 
and, more broadly, access to rights. 

The European Data Protection Supervisor, 
Wojciech Wiewiórowski, pointed out these 
risks even when these technologies serve 
legitimate and public interest purposes. The fact 
that they often operate without knowledge 
of data subjects and without their control 
(the so-called absence of friction) tends to 
dissuade people from exercising their rights, 
regardless of the scale of their deployment, the 
fear of surveillance being enough to affect our 
behaviour.99 One of the aspects necessary in 
the exercise of these freedoms is indeed based 
on group anonymity,100 in the absence of which 
individuals may be led to alter their behaviour 
and not express their thoughts in the same 
way.101

In France, until recently, with regard to 
the expansion of the use of drones by law 
enforcement services provided for by the “law 
for global security preserving freedoms”, the 
Constitutional Council followed in the wake of 
the CNIL,102 identifying that these devices are 
“capable of capturing, anywhere and without 
their presence being detected, images of a 
very large number of people and of tracking 
their movements over a wide area”,103 insisting 
on the need to combine the implementation 
of these monitoring systems with specific 
safeguards. This was the meaning of Opinion 
no. 20-05 of the Defender of Rights104 and 
that of the UN Human Rights Council, which, 
in a report expressed its concerns about 
the use of drones equipped with cameras, 
“likely to have a chilling effect on individuals 
in public spaces”.105 

By analogy, biometric remote identification 
technologies are just as, if not more, intrusive. 
Indeed, the Constitutional Council has 
maintained the explicit ban on the processing 
of drone images by facial recognition 
software.106

Finally, the chilling effect of biometric 
technologies also results in a risk of 
exclusion, in particular for people from 
particularly discriminated against groups 
such as foreigners. In a report, the UN Special 
Rapporteur on contemporary forms of racism, 
Tendayi Achiume, pointed out that the use of 
biometric technologies could deprive refugees 
and asylum seekers of access to essential 
basic services, as a result of their chilling 
effect.107 For fear of being identified as “illegal”, 
some migrants could in particular forego the 
health care to which they are legally entitled, 
even in an emergency situation.

The specific case of children

In France as elsewhere, children like adults 
are increasingly exposed to biometric 
technologies, but with undoubtedly a greater 
risk of trivialisation for a generation born 
and acculturated to these new technologies 
without knowing the risks and limits. 
This phenomenon is not new. As early as 
2000, the CNIL had issued an unfavourable 
opinion concerning the installation of an 
authentication system for access to a college 
canteen based on the use of a fingerprint 
database.108

The accountability principle in the GDPR 
having put an end to the obligation for schools 
to obtain authorisation to set up this type 
of biometric solution109 in 2018, it is now up 
to them to ensure that they comply with 
applicable law and document their processing 
activities.
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The introduction of more recent biometric 
technologies in school grounds has given 
rise to warnings and sanctions in Europe. 
In Sweden, the data protection authority 
sanctioned a school that had deployed a 
facial recognition device to identify students 
to verify their attendance.110 In France, the 
CNIL considered that the experiment aiming 
to equip the entrance to two high schools with 
facial recognition gates in order to identify 
the pupils of each establishment and to 
refuse passage to people not attending them 
contravened the principles of proportionality 
and minimisation of data posed by the GDPR.111 

In both cases, the authorities considered 
that the consent obtained was invalid and 
that the use of facial recognition devices was 
disproportionate given the existence of much 
less intrusive means such as badge control. 

Children’s personal data is subject to rigorous 
supervision by the GDPR as well as by the 
French Data Protection Act, which grants them 
specific protection.112 This derives from Article 
24 of the Charter of Fundamental Rights of 
the European Union, which provides that in 
all actions relating to children, whether taken 
by public authorities or private institutions, 
the child’s best interests must be a primary 
consideration. 

However, the deployment of biometric remote 
identification and assessment technologies 
in publicly accessible spaces goes against 
these protections insofar as these systems 
collect in a generalised and undifferentiated 
manner the biometric data of each person 
entering their field of operation, children 
included. Even though this data may 
subsequently be deleted quickly or even 
instantly, the mere processing amounts to 
a risk of serious infringement of children’s 
rights. As the European Union Agency for 
Fundamental Rights noted in 2018, when 
facial recognition is used to prevent, detect 
and investigate terrorism and other serious 
crimes, it is difficult to see how this can justify 
the processing of the facial images of children 
under the age of criminal responsibility.113

The Defender of Rights, in its dual mission of 
defending and promoting the best interests 
and rights of children, will remain vigilant to 
ensure that these rights are preserved. 
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Recommendations
The advances made possible by 
biometricscannot be made to the detriment 
of a part of the population, nor at the cost 
of generalised surveillance. As the Defender 
of Rights has already reiterated, the right to 
non-discrimination must be respected in all 
circumstances, including when a decision 
involves the use of an algorithm.114 Likewise, 
access to rights must remain guaranteed for all. 

However, the recent increase in the number 
of decisions from different European data 
protection authorities sanctioning the use 
of biometric devices, in particular facial 
recognition,115 testifies to a multiplication of 
uses carried out in violation of applicable 
law. The accountability principle in the GDPR 
coupled with the shortage of the human and 
financial resources of the data protection 
authorities116 moreover suggests that there are 
probably many more violations than have been 
reported. 

Data protection law provides a first response 
to the deployment of these technologies by 
strictly regulating their use through the main 
principles of necessity, storage limitation and 
data minimisation or through the specific 
protection provided to special categories 
of personal data. In discrimination claims, 
it constitutes a useful point of support. 
However, it is sometimes not sufficiently 
developed to fight effectively against 
discrimination, in particular against group 
discrimination.117 For example, Article 95 of 
the French Data Protection Act prohibits any 
profiling that would lead to discrimination 
against a natural person on the basis of 
sensitive data. However, the list of so-called 
sensitive data does not exactly match the list 
of prohibited discrimination criteria of the 
Law of 27 May 2008.118 The issue of gender 
equality or discrimination based on sex is also 
completely absent from the GDPR, for which 
neither gender nor sex are considered special 
categories of data.119 Similarly, biometric data 
is only considered sensitive data when its 

processing is aimed at uniquely identifying 
individuals. Consequently, the processing 
operations carried out for the purpose of 
assessing individuals hardly benefit from this 
enhanced protection. In addition, the proxies 
and correlations of “non-sensitive” data can 
lead to the same discriminatory effects as the 
processing operations relating to these special 
categories of personal data. 

Thus, focusing on the impact of biometricson 
the right to privacy and data protection is 
necessary but insufficient to understand 
the overall effect on fundamental rights.120 
In this regard, the CNIL itself has repeatedly 
highlighted the need to assess the 
infringements of several other rights.121

How can we identify discrimination when it is 
the result of a biometric tool whose use and/or 
biases are unknown? How can we ensure that 
the purposes of using such technology will not 
be diverted for discriminatory purposes? 
How can we avoid the emergence of a form 
of generalised surveillance obstructing 
access to rights, in particular for the most 
disadvantaged? How can we ensure that 
violations of fundamental rights caused by 
biometric tools can be penalised? 

Before carrying out more experiments, it seems 
essential to be able to answer each of these 
questions. The recent proposal for an artificial 
intelligence regulation of the European 
Commission122 and the Council of Europe 
guidelines on facial recognition123 provide 
indications.

As part of its missions to fight against 
discrimination and promote equality, respect 
for ethics by people carrying out security and 
defence activities and promotion of the best 
interests and rights of the child, the Defender 
of Rights wishes to address a number of 
recommendations to ensure respect for 
fundamental rights in the era of biometric 
technologies.
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Discard irrelevant assessment methodologies

Today, it seems essential to systematically 
question the usefulness of biometrics 
upstream of their deployment, including in 
the context of experiments. This questioning 
should be carried out both by the sellers of 
these “solutions”, who would benefit from 
questioning the uses of the products they 
design, and by the buyers, who should show 
a critical mind with regard to the applications 
sold to them. Since it is not scientifically 
possible to infer personality traits from a 
person’s mere appearance, intonation or 
behaviour, buyers should not give in to the 
ease, time and cost savings promised by the 
adoption of certain assessment technologies.

In view of the risk of an increase in 
discriminatory situations implied by the use 
of these biometric tools, the Defender of Rights 
calls for stakeholders to take responsibility. 
With regard to hiring, for example, it should 
be remembered that Article L.122-1-8 of the 
French Labour Code specifies that “the methods 
and techniques to help with recruitment or 
assessment of job candidates must be relevant 
with regard to the aim pursued”. 

The deployment of technologies based 
on scientifically unproven methodologies 
is of concern to the Defender of Rights. 
This deployment goes beyond the field of 
employment, as noted by the European Data 
Protection Supervisor and the European Data 
Protection Board, which advocate a general 
ban on methods for assessing emotions.124

Implement strong and effective safeguards 

to ensure that the rights of individuals 

are respected

No biometric device should be deployed 
without satisfying strict conditions of necessity 
and proportionality given the seriousness of 
the interference caused. 

Law enforcement use

In the law enforcement context, the measures 
useful for the prevention of crime cannot 
inappropriately infringe on other rights 
necessary for the proper functioning of a 
democratic society, such as the right to 
privacy, the right to freedom of expression, 
freedom of assembly and freedom of 
association and the right to non-discrimination. 
In accordance with Article 10 of Directive 
(EU) 2016/680 (Law Enforcement Directive), 
the deployment of biometric identification 
tools can only be authorised in cases of 
strict necessity. Although this notion is 
evaluated “with regard only to the needs of the 
intervention during which [the sensitive data] 
is collected, in particular for the understanding 
of a fact or the subsequent qualification of 
an offence”,125 it must be assessed together 
with the proportionality to the purpose and 
its impact on the rights of data subjects.126 
In other words, impact assessments should 
be taken into account in order to identify 
potential violations of the fundamental 
rights of individuals before any use of the 
device, but also the use of an alternative 
less intrusive means of identification should 
be systematically considered. In any event, 
recourse to biometric identification cannot 
concern any type of offence.

With regard to the most intrusive uses, such 
as real-time remote biometric identification 
devices in publicly accessible spaces, it seems 
difficult to conceive how the use of these 
systems could be considered necessary and 
proportionate currently given the significant 
risks of misuse that they represent, i.e. 
the risks of seeing these devices used for 
processing purposes other than those for 
which they were deployed,127 and the biases 
they carry with regard to discriminated 
groups.128 Recently, the European Data 
Protection Supervisor and the European Data 
Protection Board jointly called for a ban on the 
use of technologies for automated recognition 
of human features in publicly accessible.129
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Insofar as the legislator has explicitly prohibited 
the use of facial recognition software in the 
context of capturing images by drones of 
the police forces,130 the Defender of Rights 
maintains that this ban should logically be 
extended to the integration of facial recognition 
features into existing surveillance systems 
(body worn cameras, CCTVs, etc.). If the 
legislator were to authorise such technologies, 
their use should, as a minimum, be strictly 
limited to the most serious offences and be the 
subject of specific authorisations, limited in 
time and space, and issued on a case-by-case 
basis by the CNIL or a competent certification 
authority (for example, that provided for by the 
proposal for an AI regulation of the European 
Commission), or by a judicial authority.

All purpose

Whatever the nature of the use, whether it be 
authentication, identification or assessment, 
particular attention must be paid to respect 
for the principle of non-discrimination.

The discriminatory biases of biometricsmust 
be controlled at each stage of deployment. 
Minimum reliability and accuracy rates 
for the algorithms used must be set and 
respected, particularly in relation to people 
from protected groups. The right to redress 
for victims of discrimination must be ensured 
and facilitated by the public orprivate entity 
acting as data controller. Making access to 
public services conditional on the use of 
biometric identification technologies violates 
the users’ right of access, even when such 
devices are highly accurate.131 In the opinion 
of the Defender of Rights, the use of paperless 
administrative procedures must remain 
an option for the user and not become an 
obligation.132 Finally, even though the collection 
and processing of sensitive personal data 
is already strictly regulated, the Council of 
Europe recommends that, in terms of facial 
recognition, the use of biometrics for the sole 
purpose of determining the skin colour of a 
person, his or her religious or philosophical 
or political beliefs, gender, racial or ethnic 
origin, age, state of health or social condition 
is expressly prohibited unless appropriate 

safeguards are provided by law to avoid any 
risk of discrimination.133

Reshape existing controls

While some of the most recent biometric 
technologies can operate remotely and without 
the knowledge of individuals, the guarantee 
of an alternative path to their use that can be 
offered in terms of authentication as outlined 
in the Alicem decision of the Council of State134 
no longer appears appropriate. Indeed, these 
technologies automatically apply to everyone 
regardless. Therefore, unlike uses for the 
purpose of authenticating people, in terms 
of identification and assessment in public 
spaces, two parallel paths seem difficult to 
envisage. How can we then anticipate the 
risk of discriminatory situations or situations 
that obstruct access to rights? The Defender 
of Rights calls for the creation of new control 
mechanisms to regulate these uses.

Too often, the controls of biometric devices 
are limited to cybersecurity and privacy 
standards when they should take into account 
other requirements such as the removal of 
discriminatory bias or respect for the rights 
of children. 

The data protection impact assessments 
required under Article 35 of the GDPR refer to 
the high risk that processing can cause for the 
rights and freedoms of individuals. This prior 
analysis, which is compulsory in the field of 
biometrics, must contain an assessment of the 
risks to the rights and freedoms of individuals 
and therefore already constitutes a means of 
anticipating discriminatory effects. However, in 
the context of impact assessments, when they 
are carried out, data controllers limit themselves 
to the rights the GDPR guarantees to data 
subjects (including the right to rectification of 
personal data, erasure, portability and restriction 
of processing). 135 As the Defender of Rights had 
already underlined in its May 2020 declaration, 
the challenges of discriminatory risks, the 
importance of which we have underlined with 
regard to biometric tools, are therefore not 
explicitly included.136
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Similarly, in the context of major public 
procurement projects, the Decree of  
25 October 2019137 provides for an obligation 
of prior assessment of information systems 
by the Interministerial Directorate for Digital 
Affairs (DINUM) when a public contract 
exceeds the sum of 9 million euros and sets 
out a series of exceptions.138 However, this 
relatively new control does not include any 
parameters specific to respect for rights 
and freedoms. The Defender of Rights 
recommends revising the assessment 
threshold in the public procurement of IT 
solutions and integrating into their control, 
beyond the mere budgetary aspects, 
an assessment of the risks of discrimination 
and, more generally, attacks on freedoms 
and fundamental rights. 

To do this, the Defender of Rights invites the 
legislator to draw on the European Commission’s 
proposal for an artificial intelligence regulation. 
The European Commission provides in particular 
for the obligation for suppliers of remote 
biometric identification devices to comply 
with certain strict requirements in terms of 
transparency and risk assessment before 
putting these systems into service and/
or marketing them, as well as an ex-ante 
conformity assessment procedure.139

In addition, the impact assessments provided 
for by the GDPR can now be carried out in 
complete autonomy by data controllers under 
the principle of accountability and therefore 
possibly “oriented”. In this regard, the European 
Commission’s proposal provides that remote 
biometric identification devices will be required 
to resort to an external and independent audit 
of their compliance.140 For the Defender of 
Rights, such an obligation should be extended 
to all biometric assessment and categorisation 
systems.

Finally, since algorithmic biases may appear 
beyond the stage of prior assessment of 

the tools, the Defender of Rights reiterates 
its recommendation in favour of regular 
monitoring of the effects of algorithms after 
their deployment on the monitoring model 
of unwanted effects of medicinal products.141 
In this regard, the CNIL considers that in a 
context of technological change and in order 
to ensure an acceptable level of risk, it is 
necessary to anticipate an impact assessment 
on a regular basis.142 For its part, the European 
Commission has proposed the establishment 
of a system of controls to be implemented 
throughout the life cycle of the devices.143 
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